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▪ Consequence for data-intensive applications

▪ They suffer more from low I/O bandwidth than compute-intensive ones  
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Data-intensive applications

Amdahl’s law: ”The overall performance improvement gained by optimizing a 
single part of a system is limited by the fraction of time that the improved part 
is actually used."

Computation I/O Compute bound

Computation I/O I/O bound



▪ Compute-intensive applications can better 
tolerate data-intensive ones on their side

▪ Need a scheduling algorithm to avoid 
co-scheduling of data-intensive applications
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Imbalance between 
computation and I/O



▪ No scheduling of I/O bandwidth

▪ I/O intensity of a job (roughly) known

▪ Applications have 

▪ exclusive access to compute nodes 

▪ shared access to the parallel file 
system (PFS)

▪ Combined scheduling of rigid and 
malleable jobs (no essential feature) 
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Assumptions



▪ Overall goal - reduce makespan by keeping the I/O 
intensity of running jobs close to the average I/O 
intensity of the entire workload

▪ Specific objectives

▪ Minimize PFS congestion

▪ Ensure fairness to prevent job starvation

▪ Exploit malleability

Proposed approach
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▪  
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I/O intensity

Under average 
conditions



▪ Malleable jobs are able to dynamically adapt to reconfiguration requests

▪ Reconfigurations occur at scheduling points, representing safe states 
where applications can shrink or expand resources
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Malleable jobs



▪  

Event Affected I/O intensity metric

Job submission

Job admission

Job completion

Job reconfiguration

Scheduling algorithm
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▪  
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Preventing job starvation



▪  

Fairness priority
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▪  



▪  
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Weighted priority
(combines fairness with I/O intensity)

 



▪ At each invocation, we 

▪ Recalculate the I/O intensities 

▪ Make scheduling decisions based on the 
weighted priority

▪ For malleable applications, we calculate the 
I/O intensity for each configuration at each 
scheduling point

▪ Expand malleable jobs if beneficial

▪ Shrink only if suitable candidate in the queue

Algorithm
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▪ We use ElastiSim, a batch-system simulator for 
malleable workloads

▪ 500 compute nodes, each with 

▪ Computing power of 100 GFLOP/s  

▪ Network link capacity of 100 Gbit/s

▪ Shared PFS with a peak bandwidth of 48 GB/s

▪ Baseline: malleable FCFS algorithm (FCFSm)

Validation via simulation
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▪ Our synthetic workload comprises 4000 jobs, 
with 80% rigid and 20% malleable jobs

▪ Each job repetitively runs a sequence of a 
compute and a checkpoint task (10–25 
repetitions)

▪ Rigid jobs request a fixed number of nodes 
between 2 and 20, based on the job’s 
computational and I/O load

▪ Malleable jobs support any configuration 
between 2 and 20 nodes

Simulated workload
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Workload Generation parameters
Number of jobs 4000
Number of I/O peaks 4
Jobs per I/O peak 200
Computational load
Average I/O load
Peak I/O load



Workload generation
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Experimental results
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Closer is better



Experimental results
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Reordering strength
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Reordering strength
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Schedule & I/O times
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▪  
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Conclusion & outlook

“Stealing from the rich to give to the poor”
Stealing BW from compute-intensive jobs to give it to data-intensive ones
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Thank you!


